A basic note on iterative matrix inversion

Alen Alexanderian*

Abstract

We provide a short proof of the iteration X, 1 = X, (2I — AX,,) for computing the
inverse of a matrix.

1 Introduction and preliminaries

This note concerns the well known Newton iteration! for computing the inverse of a
matrix [1, 3, 2, 4]:
X1 = X, (2 — AX,). (1.1)

For an arbitrary matrix A the above iteration allows for computing its generalized in-
verse (pseudo inverse). The motivation for writing this basic note was to provide a short
proof of convergence for the case A is a real non-singular matrix.

Let us recall the following basic result which will be used later in this note.
Lemma 1.1. Suppose A is an n x n complex matrix, with spectral radius p(A). Then,
lim A™ =0 if and only if p(A) < 1.

n—oo

In what follows, we denote the eigenvalues of an n x n matrix S by \;(S),i=1,...,n.
In case S is symmetric positive definite matrix S € R"*", we can order its eigenvalues,

A1(S) > Aa(8) > - > Au(S) > 0.

2 Proof of convergence

Here we state and prove a theorem concerning the convergence of (1.1). As men-
tioned before, the result considered here is a special case of a more general and well
known result which concerns the iterative computation of pseudo-inverses.

Theorem 2.1. Let A € R"*" be a non-singular matrix and define the sequence {X,, },>0
of matrices as follows:

2
Xo = aAT, witha € <0 ) :

"M (AAT) (2.1)

X,41 = X, (21 — AX,,).

Then, X,, - A1 asn — .
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IThe reference to Newton is due to the observation that the iteration considered here can be obtained by
applying the Newton’s method for solving the equation f(X) = 0 with f(X) = A — X1,
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Iterative matrix inversion

Proof. Let R,, =1 — AX,,. Then, we note that X,,;1 = X,,(I+ R,). We first show that
p(Ro) = p(I — a«AAT) < 1. We note that the eigenvalues \;(R,) are given by,

Ai(Ro) =1 —a)(AAT).

Thus, by the choice of a in (2.1) it follows that |A\;(Rg)| < 1, and thus p(Ry) < 1.
Therefore, by Lemma 1.1 we have

lim (Rp)" = 0. (2.2)

n—oo

Next, we note that,

R,=1- AXn =1- AXn—l(I + Rn—l)
=1- AXn—l - Axn—an—l
=R,_1 —AX,_ 1R, = (I - Aanl)Rnfl = (Rn71)2-

Therefore, inductively, we have R,, = (Ro)?". Hence, lim R, = lim (Rg)?>" = 0, where
n—o0 n— oo

the last equality follows from (2.2). Finally, from the definition of R,, we note that
X, = A~}(I - R,). Therefore,

lim X, = lim A™'(I-R,,)=A"" O

n—oo n—oo
Remark 2.2. The statement of the above theorem suggests that to determine an ap-
propriate o one needs to approximate the largest eigenvalue of AAT. However, as
noted in [2] this is not necessary. Denoting the entries of AAT by (bij);szl and using
Gerschgorin’s Theorem, we know that, Al(AAT) is bounded by the maximum abso-
lute value row sum of AA”, that is, \i(AA”T) < max;cqy ) >o;—, |bij|- Thus, letting
R =max; ) |bij|, we can select a according to,

602
a = .
"R
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